
Hard Real-Time Embedded Multiprocessor Platform - RTEMP

1 Introduction and Objectives

Hard real-time embedded systems are computer based systems where software provides intelligent

functionality, and where a failure to respond in time may have fatal consequences. Examples are

medical devices, factory automation systems, motor control systems, fly-by-wire systems in airplanes,

and brake systems in cars. The design of such systems is driven by the ability to analyze and guarantee

worst-case execution time (WCET) of the system. This calls for processors, compilers etc. which are

different from those used in general purpose computing.

In all fields of computing we are witnessing a shift from single-processor systems towards mul-

tiprocessor systems. This shift is driven by several factors including: (1) The evolution of chip

technology that allow tenths to hundreds of processors to be integrated on the same chip. (2) An

increased consensus that the use of many smaller and simpler processors is more efficient than the

use of one or a few more sophisticated and powerful processors – it represents a better compromise

between hardware cost, energy consumption, and compute performance.

The hard real-time industry is naturally conservative. Researchers are just beginning to address the

use of multiprocessor platforms and this has many interesting and far-reaching perspectives for the de-

sign of real-time systems. Taken to the extreme, every task can execute on its own processor. This

may greatly simplify WCET analysis, reduce the response time of tasks, and allow a more modular

design process. The overall objectives of the project are: (1) to develop a time-predictable multi-

processor platform for real-time embedded systems that is specifically optimized for implementation

in field-programmable gate array (FPGA) technology, and (2) to evaluate this platform using a real-

world application provided by Danfoss Power Electronics A/S who is a partner in the project. This

involves a considerable hardware development effort. We request funding for 1 PhD and 1 Postdoc for

36 months, and one visiting researcher for three months. The project goals are ambitious but realistic –

the project represents a coordinated continuation of past research in the two fields of time-predictable

processor design [24, 26] and on-chip networks [3, 5]. Furthermore, the project will benefit from

synergy with the EU FP7 project T-CREST [34], where DTU has the technical leadership.

The expected results from the project are a multiprocessor platform that improves WCET of an

existing Danfoss system by at least a factor of 4; and achieves this using less hardware resources

and less energy. An additional success criteria is industrial take-up of the developed technology.

The results are of interest for a wide range of industrial companies (including SMEs) engaged in

development of embedded systems. To the extent possible, the project outcome will be made available

under an industry friendly open-source license.
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2 Background and State-of-the-Art

Real-Time Systems = Time-predictable Systems In real-time embedded systems all components

(processor, on-chip network, and memory) must be time predictable. This is in contrast to general-

purpose processing where the focus is on raw average-case speed. Many of the features used to

achieve this make the execution time highly unpredictable. Examples of such features are: specula-

tion/prediction, cache-replacement strategies, and non-deterministic access to shared resources.
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Figure 1: Illustration of the different execution times of a task on different processors.

Figure 1 illustrates the fundamental problem which we address. It shows a single processor, but

the challenges apply for multiprocessors as well. For a given program, a conventional processor has a

low average-case execution time (ACET) and an even lower best-case execution time (BCET). But the

worst-case execution time (WCET) is high. And even worse, it is very difficult to provide an upper

bound on the execution time, the estimated WCET bound is often overly pessimistic. When designing

a real-time embedded system, it is the WCET Bound and not the ACET, which is of importance.

This drives the design of hardware platforms for real-time systems down a completely different

path than the traditional “greed for raw speed” mind-set, and this is the essence and challenge in

the proposed project. In [12] Edwards and Lee argue: “It is time for a new era of processors whose

temporal behavior is as easily controlled as their logical function”. They propose a design called

precision timed machine (PRET) [18] for repeatable timing. Problematic architectural features and

solutions are presented in the literature [15, 26, 37, 35, 8].

In a multiprocessor platform the network-on-chip as well as a possible external memory are shared

resources and therefore potential sources of unpredictable timing behavior. The focus on these new

challenges in real-time systems is a distinguishing feature of the project.

Multi-core Platforms and On-chip Networks Today, hardware platforms for embedded systems

are typically designed as so-called multi-core systems integrating a number of (predesigned) general-

purpose processors, digital signal processors, hardware accelerators, memory modules, and IO-units

all connected by some form of interconnect fabric. Examples of such systems are cell-phones, set-top

boxes for TV, digital cameras, and hearing aids [7, 30]. For the interconnect we are seing a shift
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from circuit-switched time-shared busses to packet switched on-chip networks [9, 6]. Since 2006 an

ACM/IEEE conference (NOCS) has been devoted to this subject.

Fundamentally, the on-chip network is a shared resource, and this may negatively impact WCET

analysis. Just as is the case for processors, most on-chip networks are designed with a focus on

average-case speed, and these networks are completely unsuited for use in real-time embedded sys-

tems. A time-predictable on-chip network has basically two options: non-blocking routers with rate

control (e.g. Mango [1]), and circuit switching (SoCBUS [36]), possibly implemented using time-

slicing (Aethereal [13]). In this project, where we are targeting FPGA technology, our aim is the

simplest possible design. We have explored initial ideas for a time-predictable on-chip network tar-

geting FPGA-implementation [27] (to be be presented at NOCS’12 in May 2012).

FPGA Technology The cost of designing and fabricating an integrated circuit has increased. To-

day very few system providers can afford to design their own application specific integrated circuits

(ASIC). The very high engineering costs simply cannot be amortized over the production volume of

the system. Application domain specific standard chips are therefore emerging as one solution to this

problem (e.g., in the cell-phone area). Another solution is to use a field-programmable gate array

(FPGA) chips where the wiring and the basic logic functions can be configured by the user.

Due to the evolution of chip technology, FPGAs have now become so big that they can be used

to implement complete multiprocessor single-chip systems [20], and this development will continue.

Therefore, FPGAs are increasingly being used in products – a trend particularly visible in the

Danish electronics industry, which is dominated by small and medium sized enterprises. (10 years

ago many Danish companies designed ASICs. Today it is more or less limited to the hearing aid

companies, because of their very demanding requirements with respect to size and energy consump-

tion.) The downside of FPGAs compared to ASICs is higher power consumption, somewhat lower

performance, and a higher price for high volume products.

Large FPGAs face similar issues with clocking and power consumption as ASICs. One outcome of

the project is insight into the development process for complex designs in FPGA technology.

Previous Research Our previous results in the field of processor design include development of

a highly time-predictable Java processor [24], contributions to profiles for predictable Java [16], and

development of analysis tools [28, 14]. Our previous results in the field of on-chip networks – achieved

through 5 PhD-projects and 10 years of research at DTU Informatics – include the development of

a network that supports both best-effort and guaranteed-service traffic [1, 2, 3], work on simpler and

more hardware efficient networks [31, 5, 32], work on programming models and the processor-to-

network interface [4, 21], and tools supporting the design of network-on-chip topologies [19, 33].
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Related Projects We are the technical lead in the EU FP7 project T-CREST [34]. This project

addresses a wide range of challenges from analysis tools to hardware implementation. The proposed

project will benefit from the T-CREST project, and the proposed project supplements it by focusing on

FPGA technology and strong involvement from Danish industry. We are closely following a number

of related research efforts in the field of embedded systems, including the Artemis project RECOMP

[22] and the DaNES network of excellence [10] supported by the High-Technology Foundation. These

activities are focused on software issues and high level models.

3 Research Plan

Most successful engineering research is characterized by involving: (i) concepts and theories, (ii)

technology, and (iii) applications – the latter to help identify requirements in the early phases of the

project and to provide a basis for evaluation in the late phases of the project. For this reason the

project involves an industrial partner - Danfoss Power Electronics A/S - who will provide motor and

process control use cases (typical application within industrial or food processing area). One or more

of these will actually be implemented on the multi-core FPGA-platform developed in the project.

After exploring the design space with simulation, we will build a prototype in an FPGA.

On-chip Network Our previous research on design of on-chip networks targeted chip-implementations,

and resulted in novel results on guaranteeing bandwidth in a clock-less setting [1, 2]. The circuit im-

plementation is clever, but rather complex, and later work, including [5, 32], suggests that it is most

likely a better option to aim for simpler and faster circuits. The higher speed will compensate for a

poorer utilization of bandwidth. Concerning time predictability, our experience suggests that some

form of time-slicing is preferable over solutions that try to make end-to-end guarantees in packet

switched networks. This is believed to further simplify the circuit implementation. Our aim is to

develop a simple, efficient and most likely (virtual) circuit switched on-chip network, which targets

FPGA implementations.

The work will start with a study of possible alternative network architectures, with a focus on real-

time issues, and a study of timing, wiring, and power consumption issues in big FPGA chips. This

will be followed by design and implementation of an on-chip network and integration of this on-chip

network into a complete multiprocessor platform. This research is well suited for a PhD project, and

includes many opportunities for co-operation with other researchers and research groups. We have

very good contacts to many of the key researchers in the field, and we have been selected to host the

6th ACM/IEEE Symposium on Networks-on-Chip 2012 at DTU.
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Processor Core Time-predictable architectural features have been explored in the context of the

Java processor JOP [24]. Caches are designed to be time-predictable and analyzable [23, 25]. Within

this project we will adapt the time-predictable processor Patmos to FPGA technology. Patmos is

currently under development in the EC project T-CREST and first concepts have already been pub-

lished [29]. The VLIW design style of Patmos relies on static instruction schedules generated by the

compiler in order to optimally exploit the available hardware resources. To support a time-predictable

memory hierarchy (caches and scratchpad memories), Patmos will implement typed load and store

instructions and prefetch instructions. We will adapt the LLVM compiler framework [17] to support

the Patmos instruction set. Furthermore, we will integrate an open-source WCET analysis tool with

the compiler to support WCET driven optimization.

Prototype and Evaluation The multiprocessor platform will be implemented in FPGA technology

and one or more of the use-cases provided by Danfoss will be ported to this platform for a quantitative

performance analysis, including quantitative comparison with the existing design, and verification.

International Collaboration We are the technical lead of the FP7 project T-CTRST which has many

of the key players in Europe as partners and we expect a considerable synergy between the T-CREST

project and the project proposed in this application. We also cooperate on research towards time-

predictable architectures with Edward Lee’s PRET group at the University of California, Berkeley

(see e.g., [11]). One of our researchers will visit the PRET group at UCB for three months and we

will host one PhD student from UCB for three months in summer 2013.

4 Dissemination and Publication Schedule

Scientific results will be published and presented at international conferences (DATE, NOCS, FPL,

RTSS, DAC, CASES, CODES+ISSS) and in relevant scientific journals. One PhD thesis will publish

the results from the project. We expect that each work package will result in several publications.

In the middle of the project and at the end of the project we will organize a workshop “FPGAs in

Embedded Systems”. Results from the project as well as projects in industry will be presented there.

Given the growing use of FPGA technology in a wide and diverse range of Danish companies, such

workshops represent timely attempts at bringing stakeholder’s together and advancing the field.

To the extent possible, the results from the project will be available as open-source under the in-

dustry friendly BSD license. Open-source research projects attract other researchers, developers, and

industrial partners to use and build on the results of the project. A project web site will host the project

documentation, the published papers, and the source of the design.
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